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\ Summary

Two-stage sampling is commonly adopted by selecting a sample
of clusters at the flrst stage and then a sample of individuals within
selected clusters at the second stage. A regression model under some
suitable conditions which reflects the effect of clustering on the character
under study has been considered. The misspecification effect described’
by Scott and Holt [3] has been examined under some suitable cost
function and certain other conditions.
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Introduction

The usual approach of estimating the regression parameter ‘B’
of a finite population can not be readily applied to situations where
the population may consist of hierarchy of sample units such that
different stages of sampling units exhibit different degrees of
variability in the population (Chaudhuri, [1]). In two-stage sampling
involving selection of a sample of clusters in the first stage and then
a sample of individuals from the selected clusters at the second
stage, clusters used in sampling designs almost always exhibit some
degree of homogeneity with respect to the variables under study and
this homogeneity has also been found to occur with regression
residuals (Scott and Holt, [3]). The.consequence of this homogeneity
is that the units within a selected cluster are not independent of
each other. So, it is. desirable to study this effect on the estimators
using regression models.
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2. Regression model under Two-stage sampling

The regression model

yy= Bo+ Bxxy+ Bz zyt oy + ey (1)

1,2,...
12..111

may be considered to reflect the effect of clustering on the character
under study where the subscnpt {1, j) refers to individual jin cluster
iand g, is the effect of i** cluster. x’s and z's are the two explanatory

variables, §, and f, are the regressmn coefficients of x ‘and z
respectively and B, is the average effect. The following assumptions
are considered in the modél: . '

(i) «, is the assumed to be random effect with E(a) = 0 and
V(a)= 02 :

(i) E(e)=0and V(ey) =0
COV(e,e)=0fori=k

{(iii) o,/s and elj s are uncorrelated thh the x's and z's.

(iv) The random factor a, and the error term e,j s are also uncorre-
lated.

3. OLS Estimators of the Regression Coe_[ﬁcients and their
Variance:

Consider the model

Vy= Bo+ BxXy+ Brzy+ €y (2)

then it can be proved that the least square estimators for @, and
p, are: ' '

S, 22 (x.ij-'?_() ¥y -'szE 2 (Zij-Z)YU
) S I 1.}

A | | (3)

Sxx; ; (Zu;abﬁj - Sg ; ; (xxj—?_() Yy

A T (4)

. bx '=.

and b,=
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where, .

=22 @&-
1

= EE(XU— X) (zy - 2)
T

and A= 2 2 (xy = )’ E E(Zu - 2% 2 E (xy- X) (24~ 2)
1y : 1) A

Applying these OLS estimators to the model (Eqg-1) having one
additional effect o; which is known as the cluster effect, the variance
of estimates of regression coefficients can be written as,

2 2 Kg Viyy+ 2 2 Ky Ky Cov (YU- Vy)

V(by) = —— e

where,

Ky = E E [Szz (xy- X)- Sy (zy~ z) }’11]
1 : o

Since, V(yy) = ol + oe _
and Cov (yy, yiy). = o2 forj=j, this can be wrltten as

2 2 K (0%+ 00+ > Y Ky Ky og

Viby) = o

B [33]

7 A‘2A

0(2‘ [2 n12 {Szz (X~ X) —. Sy (24— -Z-)}2 ] ]

i

A2

0§ [2 2 [szz (xij‘ @ - sz (le' a} ]
[ :
A? (5)

+
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Assuming that same sample size is selected from each cluster
ie . n= ﬁ let

M 2(x) be the proportion of the variance in x explained. by the ,
clusters i.e., .

HE (%~ X)*
2 _ 1
e 2 2 (- x)*
1y

Similarly, define the terms v%(z) and n(xz).

If ‘2’ is the number of clusters selected at first stage then from
Eq-5,

2 2 2
Ox M o
V(bx) = A[ “a — + ﬁea] (6)
o2
where A = ﬁ - and Tl(zx)= Tlio'z)‘= Mez) = M

Ox Oz — Oxg

"y An e;\stxmator of V(bx] may be obtained by substituting estimates
oOl and oe for ou and oe in the expression for V(by) (Kalton. [2]).

The quantity o? may be estimated by the residual mean square
from one way analysis of variance of the y values in the clusters, i.e.
by, :

Z 2 (Yq— Y1)
(7)
and o2 may be estimated by
> Y ¢y~ bo- by Xy~ b, 2~ (n- 2) o
o2= L
¢ Ma-2) : : © (8)

where E 2 (yy~ by by X~ b, zu)z is ‘the residual sum of squares
1
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from the regression of y on x, b, is the sample estimate of the
lntercept B, and -

n 21’11

n __(a- 2) (Snedecor and Cochran. (4] Sec 13.7]

A=
3. Optimum Sub-sample Size n

Assume a simple cost model of the form,
C=acg+nc

where c, is the cost of ixicluding a cluster in the sample, c is the cost
of including an individual and n = 1 a is the total sample size.

For given A, the optimum choice of 1 that minimizes V(by) (Eq-6)
for fixed total cost C may be obtained by using Cauchy- Schwartz
mequallty ‘This gives,

172

— C, o R '
lopt, = (f o—n) g

Defining the intra-class correlation coefficient for the clusters
as the proportion of the variance of yy conditional on x; that is
accounted for by the cluster effect i.e. if p is the intra-class
correlation then,

o2 o2
= — = e h 2 = (21 2 .
Ll e Ll where o® = o+ oF (10)
Now V (by) can be expressed in terms of p as
. 2 .2 2 o
Vi(by) = A[m;m_ 0) o_] !
: a n
- Ad®
n[1-+ p(mn?- l)] ' - (1)

Hence, op'tlmum sample size for each cluster can be written as
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o 1 /2
ﬁopt. = ['Eax 7]_;3]

The results obtained can also be applied as an approximation
to situations where the sub- sample size. varies to a small extent
between clusters (in which case 1 represents the average sub-
sample size).

4. Misspecification Effect

If the cluster effect o in the model is not con51dered then V(by)
(Eq-11) can be written as,

. O 0_2 .
V(b = AT 12)
» th

Hence, ignoring the cluster effect ‘o~ for the i _cluster

underestimates the variance by a factor [ 1+ p '(ﬁn2; '1)].'

Scott and Holt [3] have coined this effect as the mis_specg‘ﬁcation
effect since it represents the effect of wrongly omitting the clustering
effect from the model.

In the table, misspecification effect and the optimum sample size
have been worked out for some hypothetical cost ratios. Since-the
misspeciﬁcation effect changes thh the change in Intra-class

correlatlon coefficient p and n these cost ratios have been
considered over a wide range of p(O 1 to0 0.9)and n 2(0.5 t0 0.9).

It is clear from the tablé that for given cost ratio as 7?2 increases, -
optimum sample size either decreases or rernains same. Further, at

- low cost ratio and for different values of n ’s optimum sample sizes .

are almost same. For different n2's as cost ratio increases, the
difference between optimum sample sizes increases. At higher
values of intra-class correlation coefficient, the optimum sample size
reduces to a great extent (even upto 1). )

It is further observed that for any _givcx_l'_' cost ratic, the

misspecification effect increases as the value of n2 increases.
Because the optimum sample size reduces as cost ratio increases
and misspecification effect depends largely upon optimum sample
size, so from the table it is evident that sample size inversely affects
the misspecification effect. .
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Table. Optimum sample size and misspeclfication effect for some
hypothetical cost ratios

Cost Values of n2
ratio

/¢ 95 06 07 08 09 |05 06 07 08 09

p= 0.1 p= 0.2

0 13¢ 12 11 10 9 8 8 7 7 6
1.55' 162 167 1.70 1.71 | 1.60 176 1.76 1.92 1.88
12 15 13 12 12 11 | 10 9 8 8 7
165 168 174 1.86 1.89 | 1.80 1.88 1.92 2.08 2.06

18 | 18 16 15 14 13 12 11 10 9 9
1.80 1.86 1.95 2.02 2.07 | 2,00 2.12 220 2.24 2.24

97 22 20 19 17 16 15 13 12 12 - 11
2.00 2.10 223 226 2.34 230 2.36 248 272 2.78

a9 26 24 22 21 20 | 18 16 15 14 13
222 234 224 258 270|260 272 290 3.04 3.14

54 31 28 26 25 . 23 | 217 19 18 16 15
245 258 272 290 297|290 308 3.32 3.36 3.50

p= 0.5 p= 0.6

5 4 4 4 3 3 3 3 3 3 3
\ 1.50 1.70 1.90 1.70 1.85 | 1.30 1.48 1.66 1.84 2.02

12 5 4 4 4 4 4 4 3 3 3
1.75 1.70 1.90 2.10 - 2.30 | 1.60 1.84 1.66 1.84 2.02

15 6 5 5 5 4 5 4 4 4 4
2.00 2.00 2.25 250 2.30 | 1.90 1.84 2.08 232 256

07 7 7 6 6 5 6 '5 5 5 4
2.25 260 2.60 290 2.75| 220 220 250 280 2.56

39 9 8 7 7 7 7 7 6 6 5
2.75 2.90 2.95 3.30 .3.65 | 2.50 2.92 2.92 3.28 3.10

54 10 9 9 8 8 8 8 7 7. 5

3.00 3.20 3.65 3.70 4.10| 2.80 3.28 3.3I4 3.76 3.64

e Optimum sample size
' Misspeclfication effect
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Cost Values of nz
ratio ) ‘
Ca/C . ) :
05 06 07 08 .09| 05 068 07 08 0.0
p=0.7 p=0.8
o |3 3 2 2 2 2 2 2 2 2
135 1.56 1.28 142 156100 1.16 1.32. 1.48 1.64
12 3 3 3 3 2 2 2 2 2 2
133 156 1.77 198 156 | 1.00 1.16 1.32 1.48 1.84
18 4 4 3 3 3 3 3 3 2 2
1.70 198 1.77 198 2.19 | 1.40 1.64 1.88 1.48 164
27 5 4 4 4 4 4 3 3 3 3
2.05 198 226 254 282|180 164 1.88 2.12 2.38
39 6 5 5 5 4 4 4 4 3 3
2.40 240 2.75 3.10 2.82 | 1.80 2.12 2.44 2.12 2.36
54 7 6 6 5 5 5 5 4 4 4
2.75 2.82 3.24 3,10 3.45| 220 260 244 2.78 3.08
p=0.9
0 1 1 1 1 1
0.55 0.64 0.73 0.82 0.91
12 2 1 1 1 1
A 1.00 0.64 073 1.82 0.91
18 2 2 2 2 1
1.00 1.18 1.36 1.54 091
o7 2 2 2 2 2
1,00 1.18 1.36 1.54 1.72
30 3 3. 2 2 2
: 145 172 1.368 154 1.72
54 3 3 3 3 3
145 172 1.99 226 2.53
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It is concluded that at high values of intra-class correlation
coefficient (p) when the proportion of variance in either of the
variables (i.e. X, z or xz) explained by clusters is not very high, the
inclusion of cluster effect in the regression model is not of much
interest. Even at the low values of n2 if optimum sample size is
reasonably small, one should take a serious concern about the
inclusion of cluster effect in the regression model. '
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